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Abstract of the contribution: This paper proposes a new network slicing solution on how to select network function instances within a network slice instance.
Introduction
A network slice instance (NSI) is associated per a specific UE service. Within a NSI, multiple instances of a network function (NFIs) can be provided for redundancy, scalability, performance, etc. Thus, a set of NFIs need to be determined per UE service request (i.e. triggered by SM operation) once the NSI was selected according to network operator's policies such as load balancing, resource optimization, energy efficiency, etc. The discovery and interconnection of NFIs are handled by KI#7.
The following figure illustrates the conceptual procedure of the NFI selection function.

Note that the 'Network Slice Management & Orchestration' functional element which takes a role of providing network operator's resource operational policy, providing and monitoring QoS attributes of NFIs, lifecycle management of NFIs, etc. is out of scope of SA2.
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In order to support aforementioned capability of network slicing architecture, this paper introduces 'NFI selector Network Function' which is responsible for selection of a set of NFIs per service request by a UE.
Proposal

It is proposed to add the following changes to TR 23.799 “Study on Architecture for Next Generation System”.

* * * 1st change * * * *

6.1.x
Solution 1.x: Network function instance selection
This is a solution for key issue 1 on support for network slicing.
6.1.x.1
Architecture description 

This solution provides the slice control function to support for selection of network functions with given policies.

Within a network slice, multiple instances of a network function can be provided for redundancy, scalability, etc. While the instances of a network function have same functionality, they may have different QoS attributes such as capability, performance, etc. Based on the different attributes (e.g. QoS) of network function instances to support the target service requested by the UE, the appropriate network functions within the network slice can be selected or re-selected to meet a certain operational requirement (e.g. load balancing, roaming etc.).

This solution is based on the following architectural principles for network slicing:

(a) A network slice is composed of multiple network functions for a specific service with network capabilities.

(b) A network slice instance (NSI) per a requested UE service is selected using 'Network Slice Selection Assistance Information' (NSSAI). 

(c) Within a NSI, multiple instances of a network function (NFIs) may be provided for particular operation, performance, redundancy, scalability, etc.
(d) A set of NFIs is selected and bound per UE to support target service request.

(e) The NFI selection is performed according to network operator's policies (e.g., energy efficiency, load balancing, resource optimization, etc.) covered in KI#7.
(f) Service-related parameters for the corresponding NSI and UE are further provided to the NF interconnection function which is covered by the solution outcome from KI#7 to help selecting an appropriate set of NFIs for the NSI and UE.
* EN: Examples of the service-related parameters for NSI and UE are PLMN information of the UE, performance, locality, subscription, etc., which is FFS.
Figure 6.1.x.1-1 illustrates the NFI selection principle.
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Figure 6.1.x.1-1: NFI selection in network slicing architecture
6.1.x.2
Function description 

The network slice instance selector (NSI selector) selects an appropriate network slice instance based on Network Slice Selection Assistance Information (NSSAI). Specifically, the NSI selector 1) determines a target network slice classified by service type requested by UE; 2) selects a network slice instance (NSI) based on various UE and network-provided NSSAI, e.g., UE subscription information, network operator's policy, etc.
The network function instance selector (NFI selector) triggers the NFIs discovery and interconnection among the appropriate set of NFIs according to network operator's resource operational policies such as load balancing, resource optimization, etc. (Details about the target policies are FFS.) Specifically, the NFI selector 
1) identifies the NF (or NF type) of the given network slice; 
2) triggers the NFIs discovery and interconnection (covered in KI#7) with providing service-related parameters for the corresponding NSI and UE; 
In order to support NFI selection capability, resource operational information such as QoS attributes of NFIs is required but it is out of SA2 scope.

6.1.x.3
Solution evaluation
Editor's Note: This clause will contain evaluation on the system impacts, e.g., UE, access network and non-access network.

* * * End of Changes * * * 
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